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Nuclear Norm-Based 2-DPCA for Extracting
Features From Images
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Abstract— The 2-D principal component analysis (2-DPCA) is
a widely used method for image feature extraction. However, it
can be equivalently implemented via image-row-based principal
component analysis. This paper presents a structured 2-D method
called nuclear norm-based 2-DPCA (N-2-DPCA), which uses
a nuclear norm-based reconstruction error criterion. The
nuclear norm is a matrix norm, which can provide a structured
2-D characterization for the reconstruction error image. The
reconstruction error criterion is minimized by converting
the nuclear norm-based optimization problem into a
series of F-norm-based optimization problems. In addition,
N-2-DPCA is extended to a bilateral projection-based N-2-DPCA
(N-B2-DPCA). The virtue of N-B2-DPCA over N-2-DPCA is
that an image can be represented with fewer coefficients.
N-2-DPCA and N-B2-DPCA are applied to face recognition
and reconstruction and evaluated using the Extended Yale B,
CMU PIE, FRGC, and AR databases. Experimental results
demonstrate the effectiveness of the proposed methods.

Index Terms— Feature extraction, nuclear norm, principal
component analysis (PCA), subspace analysis.

I. INTRODUCTION

PRINCIPAL component analysis (PCA) [1] is a classi-
cal feature extraction and data representation technique,

which has been widely used in the areas of pattern recognition
and computer vision. The PCA was applied to face recognition
in [43]. Since then, PCA has been widely investigated and
a number of its extended versions are presented, such as
weighted PCA (WPCA) [45] and independent component
analysis (ICA) [47], [48]. The WPCA uses a weighted distance
to alleviate the effect of the outliers onto the projection
directions. The ICA, as a generalization of PCA, concerns not
only the second-order dependences between variables but also
the high-order dependences between them. The PCA makes
the data uncorrelated, while ICA makes the data as indepen-
dent as possible. The PCA and ICA are both unsupervised
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methods, while Fisher linear discriminate analysis (LDA) is
supervised method and turns out to be very effective for face
recognition [50], [51]. To avoid over fitting, LDA is generally
implemented in the PCA-transformed space, i.e., PCA + LDA.
Discrete cosine transform (DCT) has also been employed for
face recognition [49]. The advantage of the DCT is that its
basis is data independent and it can be implemented very fast.

However, PCA ignores the structural information of the
image since it often converts an image to a vector. To exploit
the structural information, Yang et al. [2] proposed the
2-D PCA (2-DPCA) which is based on 2-D image matrix
rather than 1-D vector. 2-DPCA has been widely applied
in pattern recognition and face recognition [3], [4]. The
relationship between PCA and 2-DPCA has been discussed
in [5]–[10]. As shown in [5] and [6], 2-DPCA operates on
image rows, and ignores the information behind the image
columns. To combine both kinds of image information (in rows
and columns), bilateral projection-based 2-DPCA (B2-DPCA)
are developed in [5]–[7], respectively. They seek two
projection matrices to extract row information and column
information simultaneously. Further research can be seen
in [11]–[13].

A family of kernel-based methods and manifold
learning methods also aroused wide research interests.
Scholkopf et al. [44] presented kernel PCA (KPCA),
which performs PCA in a kernel-induced feature space.
Liwicki et al. [36] presented Euler PCA (EPCA), which
is a special KPCA with a complex kernel in an explicitly
defined Hilbert space. Yang et al. [46] proposed a two-
phase kernel discriminate analysis, i.e., KPCA + LDA.
Zafeiriou et al. [31] put forward a regularized kernel
discriminate analysis with a robust kernel for face recognition
and verification. He et al. [32] proposed the locality preserving
projections (LPPs), which is derived from Laplacian
eigen-map. In contrast to most manifold learning algorithms,
LPP possesses the remarkable advantage that it can generate
an explicit map.

Recently, the idea of sparse representation is used to design
some feature extraction methods. Clemmensen et al. [33] pro-
vided a sparse LDA. Lai et al. [34] suggested a sparse version
of the 2-D local discriminate projections. Yang et al. [35]
proposed a sparse representation classifier (SRC) steered dis-
criminative projection method, which maximizes the ratio of
the between-class reconstruction residual to the within-class
reconstruction residual in the projected space and thus enables
an SRC to achieve better performance.

The PCA, 2-DPCA, and many other variants [5], [7], [11],
which are all based on L2-norm metric, are not robust in
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the sense that outlying samples can arbitrarily skew the
solution from the desired solution. Considering L1-norm
is more robust to outliers [15], Li et al. [16] developed
L1-norm-based 2-DPCA (L1-2-DPCA), which is an extension
of L1-norm-based PCA (PCA-L1) [14].

Although 2-DPCA, B2-DPCA, and L1-2-DPCA are all
based on 2-D matrices, they can be equivalently implemented
via vector-based methods, such as PCA and
PCA-L1 [5], [9], [11]. The inherent reason is that these
methods use the Frobenius norm (F-norm) or L1-norm, which
are essentially 1-D vector norm.

In addition, the F-norm-based methods essentially employ
Euclidean metric to measure the similarity between different
images. Nonetheless, F-norm-based metric is not very robust
since the variations between the images of the same person
due to the illumination and viewing direction are almost
always larger than the image variations due to the change of
identities [17], [18]. To alleviate this problem, Gu et al. [19]
used nuclear norm metric instead of F-norm to measure
the similarity between two images. They demonstrated that
nuclear norm is less sensitive to illumination changes. They
also presented a nuclear norm-based PCA method, i.e.,
Schatten 1-PCA [19].

For 2-D-based subspace methods, except Euclidian distance,
many different metrics are also used to measure the
similarity between two feature matrices [37], [40], [41].
Zuo et al. [37] proposed an assembled matrix distance
metric (AMD). Xu et al. [40] proposed to learn similarity
measure by boosting. Bajwa et al. [41] provided
a comprehensive comparative analysis of some recent
1-D and 2-D subspace methods with four distance metrics,
including Euclidean (L2) and cosine for the image space and
their counter parts in Mahalanobis space, Mahalanobis (L2),
and Mahalanobis cosine.

Recently, nuclear norm-based minimization problem has
aroused broad interests in the fields of pattern recognition
and compressed sensing. Nuclear norm is essentially the
convex envelope of the matrix rank [20], [21]. The nuclear
norm-based optimization has been used in low rank matrix
recovery [22], [23], removing self-shadowing in face
images [24], and so on. Fornasier et al. [25] presented an
efficient algorithm to solve the nuclear norm minimization
problem by converting nuclear norm problem into F-norm
problem in conjunction with the iteratively reweighted tactics.

In this paper, inspired by [2], [5], [7], and [19], we propose
the nuclear norm-based 2-DPCA (N-2-DPCA). Differing from
2-DPCA, our model used nuclear norm to measure the recon-
struction error rather than F-norm. We provide justifications
for using the nuclear norm to characterize the reconstruction
error. Note that Gu et al. [19] also used nuclear norm to
characterize the transformed data in their model. However,
in their algorithm for maximizing the criterion, they imposed
an additional constraint on the desired projection matrix P,
i.e., PT P = PPT = I, which requires that the projection matrix
is an orthogonal matrix. In general, the matrix P is a column-
rank-deficient matrix for real world dimensionality reduction
tasks. So, Gu’s Schatten 1-PCA is an approximate algorithm.
In this paper, we develop an exact algorithm for N-2-DPCA.

Inspired by [5] and [7], the N-2-DPCA is further extended to
nuclear norm-based bilateral 2-DPCA (N-B2-DPCA).

The rest of this paper is organized as follows. Section II
reviews the related work of 2-DPCA, B2-DPCA, and
L1-2-DPCA. Section III presents our model, N-2-DPCA.
Section IV extends N-B2-DPCA. Section V reports exper-
imental results. Finally, the conclusions are drawn in
Section VI.

II. RELATED WORKS

Given s image matrices A1, . . . , As in Rm×n, without loss
of generality and for simplicity of discussion, the samples are
assumed to have zero mean, i.e., (1/s)

∑s
i=1 Ai = 0.

A. 2-DPCA and B2-DPCA

The 2-DPCA aims to find an n × r projection matrix P
minimizing the following reconstruction error criterion:

min
P

s∑

i=1

∣
∣
∣
∣Ai − Ai PPT

∣
∣
∣
∣2
F s.t. PT P = Ir . (1)

The image covariance (scatter) matrix of 2-DPCA is defined
as G = 1/s

∑s
i=1 AT

i Ai . The optimal P can be obtained
by finding orthogonal eigenvectors of G corresponding to the
first r largest eigen-values. The 2-DPCA can be equivalently
implemented via image-row-based PCA [5], [9]. To see this,
let ai

j be the j th row of image Ai , and relabel (ai
j )

T,
j = 1 . . . m, i = 1 . . . s as x1 . . . xsm . Let the mean vector
be x0

�= 1/sm
∑sm

i=1 xi . Then, covariance matrix G can be
rewritten as

G = 1
s

s∑

i=1
AT

i Ai = 1
s

s∑

i=1

m∑

j=1

(
ai

j

)T (
ai

j

)

= 1
s

sm∑

t=1
(xt − x0)(xt − x0)

T

= m

[
1

sm

sm∑

t=1
(xt − x0)(xt − x0)

T
]

(2)

where the matrix in square brackets is the covariance matrix
of vector samples set {xt}sm

t=1. Hence, 2-DPCA performed on
the matrices is essentially the PCA performed on the rows of
all the images.

The 2-DPCA adopts a unilateral projection scheme, and
produces more coefficients than PCA when representing an
image. To remedy this drawback, B2-DPCA is proposed in [5].
The B2-DPCA seeks two projection matrices Q ∈ Rm×t and
P ∈ Rn×r simultaneously by the following reconstruction error
criterion:

min
P,Q

s∑

i=1

∣
∣
∣
∣Ai −QQT Ai PPT

∣
∣
∣
∣2
F s.t. PT P = Ir , QT Q = It .

(3)

Equation (3) is a generalization of (1).
The problem in (3) is solved by alternately iterative

algorithm [5], which contains two steps as follows.
1) Given Q, the optimal P is formed by the first r eigen-

vectors corresponding to the first r largest eigen-values
of G1, where G1 = (1/s)

∑s
i=1 (AT

i QQT Ai ).
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Fig. 1. (a)–(c) Three face images from the Extended Yale B database.

2) Given P, the optimal Q is formed by the first t eigen-
vectors corresponding to the first t largest eigen-values
of G2, where G2 = (1/s)

∑s
i=1 (Ai PPT AT

i ).

B. L1-Norm-Based 2-DPCA

Image-to-matrix methodology [2] motivates a series of
research efforts in pattern recognition. One representative
work is L1-norm-based 2-DPCA (L1-2-DPCA) [16], which
maximizes the L1-norm variance in low-dimensional feature
space

max
u

s∑

i=1

||Aiu||1 s.t. uT u = 1. (4)

L1-2-DPCA is robust to outliers [16]. However, compared
with 2-DPCA, L1-2-DPCA consumes more time than 2-DPCA
due to that each principal vector is obtained via iteration
operation.

Actually, L1-2-DPCA is also equivalent to the L1-norm-
based PCA (PCA-L1) [14], [12]. The objective function of
(4) can be rewritten as

s∑

i=1

||Ai u||1 =
s∑

i=1

m∑

j=1

∣
∣ai

j u
∣
∣ =

sm∑

t=1

∣
∣uT xt

∣
∣. (5)

The right term is exactly the objective function of
PCA-L1 [14].

III. NUCLEAR NORM-BASED 2-DPCA

In this section, we present N-2-DPCA model and use the
iteratively reweighted method to solve it.

A. Motivation and Model

One justification of using nuclear norm is that, as a distance
metric, it is more reliable than L1 or L2 norm (F-norm).
For example, Fig. 1(a) and (b) are from one person and
Fig. 1(c) is from another person. The distance between the
images of the same person and different person are computed
using the nuclear norm, L2-norm and L1-norm, as shown
in Table I. We can see that both L2-norm and L1-norm fail to
classify image in Fig. 1(a) correctly since the distance between
Fig. 1(a) and (b) is larger than that between Fig. 1(a) and (c).
However, the nuclear norm gives the correct result, since the
nuclear norm-based distance between Fig. 1(a) and (b) is
smaller than that between Fig. 1(a) and (c). This example
motivates us to use the nuclear norm-based criterion.

Another justification is that nuclear norm is more suitable
for characterizing the reconstruction error than L1 or L2
norm in the case of illumination change. Fig. 2(a) and (b)
shows images of one person under different illuminations,

TABLE I

COMPARISON OF DISTANCE BETWEEN IMAGES

USING DIFFERENT NORMS

Fig. 2. Example images. (a) Image with bad lighting condition. (b) Image
with good lighting condition. (c) Error image. (d) Rearranged image.

Fig. 3. (a) Empirical distribution and the fitted distributions of the noise
image E. (b) Empirical distribution and the fitted distributions of the singular
value vector of error image E.

where Fig. 2(a) is taken under a bad lighting condition,
and Fig. 2(b) under a good lighting condition. We view
Fig. 2(b) as a ground truth so we expect Fig. 2(b) to be a
reconstructed image of Fig. 2(a), and thus the reconstruction
error image is E in Fig. 2(c), i.e., the difference between
Fig. 2(a) and (b). Fig. 3(a) shows the error term E fitted by
different distributions. One can see that Gaussian and Laplace
distributions are far away from the empirical distribution.
Instead, Fig. 3(b) shows that singular values of error matrix E
fit Laplace distribution well.

From the probability distribution point of view, we
know that L1-norm provides an optimal characteriza-
tion for errors with the Laplace distribution [42], while
L2-norm is optimal for Gaussian distribution [1]. However,
from Fig. 3(a), one can see that the error E does not
follow Laplace or Gaussian distributions. So, L2-norm
(or L1-norm)-based methods cannot describe this kind of
reconstruction error effectively.

Nuclear norm of a matrix is the sum of all singular values
of the matrix, which is actually L1-norm of the singular
value vector. From Fig. 3(b), we can see that the singular
values of the error image E follow Laplace distribution well.
It means nuclear norm of the error image is more suitable
for characterizing the structural noise caused by illumination
changes than L1-norm or L2-norm. This motivates us to use the
nuclear norm to characterize the reconstruction error matrix.
Thus, the objective function of N-2-DPCA is defined as

min
P

s∑

i=1

∣
∣
∣
∣Ai − Ai PPT

∣
∣
∣
∣∗ s.t. PT P = Ir . (6)



2250 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 26, NO. 10, OCTOBER 2015

In (6), ||·||∗ denotes nuclear norm. It is believed that nuclear
norm can describe structural information more effectively than
L1-norm or L2-norm. To see this, we arrange the pixels of E
and obtain the image F. The L2-norm values of matrices E and
F are equal (the value is 33.96), but their nuclear norm values
are different (the values are 91.99 for E and 98.52 for F). For
previous 2-D methods based on L2 or L1 norm, the measure of
the error image is still based on pixel values, so the structural
information of the error image cannot be revealed.

B. Algorithm

We discuss how to solve (6) in this section. Motivated
by [25], we convert a nuclear norm optimization problem to
the F-norm (L2-norm) optimization problem. To this end, let
us give the following lemma.

Lemma 1 [25]: For matrix X ∈ R p×q , one has

||X||∗ = ||(XXT )−1/4X||2F . (7)

Lemma 1 represents the nuclear norm in the form of
F-norm, and provides a base for solving our model.

In Lemma 1, the αth power of a matrix X of rank r is
defined by

Xα = U�αVT, �α = diag
(
σα

1 , . . . , σ α
r

)
(8)

where U�VT is the singular value decomposition of X,
� = diag(σ1, . . . , σr ). From Lemma 1, the objective function
in model (6) can be rewritten as

J (P) =
s∑

i=1

∣
∣
∣
∣Wi

(
Ai − Ai PPT )∣

∣
∣
∣2
F (9)

where Wi is the weight matrix and defined by

Wi =
((

Ai − Ai PPT )(
Ai − Ai PPT )T )−1

4 . (10)

Now, we use iteratively reweighted method to solve our
model. The procedure consists of the following iterations.

1) Given Wi =Wk
i , updating P by

Pk+1 = arg min
P

s∑

i=1

∣
∣
∣
∣Wi

(
Ai − Ai PPT )∣

∣
∣
∣2
F

s.t. PPT = Ir . (11)

2) Given P = Pk+1, updating Wi by

Wk+1
i = ((

Ai − Ai PPT )(
Ai − Ai PPT )T )−1

4 . (12)

The key step is to solve the optimization problems (11).

Its objective function can be rewritten as

J (P) =
s∑

i=1

∣
∣
∣
∣Wi

(
Ai − Ai PPT )∣

∣
∣
∣2
F

=
s∑

i=1

Tr
(
Wi Ai

(
I− PPT )

AT
i WT

i

)

=
s∑

i=1

Tr
(
Wi Ai AT

i WT
i

)

−Tr

(

PPT
s∑

i=1

(
AT

i WT
i Wi Ai

)
)

=
s∑

i=1

Tr
(
AT

i WT
i Wi Ai

)

−Tr

(

PT
s∑

i=1

(
AT

i WT
i Wi Ai

)
P

)

(13)

where the third equation is derived from the fact that the matrix
I − PPT is idempotent. Denote D = ∑s

i=1 (AT
i WT

i Wi Ai ),
problem (11) can be rewritten as

Pk+1 = arg max
P

Tr(PT DP) s.t. PPT = Ir . (14)

So, Pk+1 is the matrix formed by r orthonormal eigenvec-
tors of D corresponding to the first r largest eigenvalues.

Now, we consider how to update (12) efficiently. Let
Xi = Ai −Ai PPT, Wi can be rewritten as Wi = (Xi XT

i )−1/4.
When some of the singular values of Xi XT

i become small,
the computation of Wi becomes ill conditioned. To improve
the stability of the algorithm, let us replace Xi by its
ε-stabilization (Xi )ε. The ε-stabilization of one matrix X is
defined by

Xε = U
∑

ε

VT, �ε = diag(max{σi , ε}i=1:r ). (15)

However, for a fixed ε, we would no longer expect the
algorithm to converge to the nuclear norm solution of (6).
We select εk

i = min{εk−1
i , σK (Xk

i )} at step k, and then one
may hope for the stability and convergence toward the solution
of (6). Above all, we update Wi by

Wk+1
i =

[(
Ai − Ai PPT )

εk
i

(
Ai − Ai PPT )T

εk
i

]−1
4

. (16)

The algorithm is summarized in Algorithm 1.
The convergence of the iteratively reweighted algorithm

can be guaranteed when the constraint is linear [25]. Fig. 4
shows that the objective function value of N-2-DPCA con-
verges well. Generally speaking, the variation of objective
function value is <10−6 when the number of iteration time is
over 10.

After obtaining the projection matrix P by Algorithm 1, for
a given image sample A, the feature matrix B of the image
sample A is obtained by B = AP. The feature matrix B is
used to represent image A for classification.
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Algorithm 1 Iteratively Reweighted Method for N-2-DPCA
Input: Training data A1, . . . , As , projection dimensional r .
1: Initialize: W0

i=1:s = I, ε0
i=1:s = 1, k = 0, K = 4;

2: Compute D: Dk+1 =∑s
i=1

(
AT

i

(
Wk

i

)T Wk
i Ai

)
;

3: Update P: Pk+1 = [d1, . . . , dr ], where di is orthonormal
eigenvectors of Dk+1 corresponding to the i -th largest
eigenvalues;

4: Compute Xi and εi :
Xk+1

i = Ai − Ai , Pk+1(Pk+1)T,
εk+1

i = min
{
εk

i , σK
(
Xk+1

i

)}
;

5: Update Wi:Wk+1
i =

((
Xk+1

i

)
εk+1

i

(
Xk+1

i

)T
εk+1

i

)−1/4
;

6: If εi = 0, go to 7; otherwise go to 2.
7: Output: Optimal projection matrix Pk+1.

Fig. 4. Objective function value versus iteration times. Here, the training
data are formed by 64 samples of subject 1 in the Extended Yale B database,
and each sample is resized to 48×42. The number of projection axes is r = 8.

C. Connections to Existing 2-D Methods

Compared with 2-DPCA, the projection axes of N-2-DPCA
are eigenvectors of the matrix D = ∑s

i=1 (AT
i WT

i Wi Ai ),
which can be viewed as weighted image covariance matrix G
in 2-DPCA. In particular, each image sample Ai is weighted
by the corresponding matrix Wi . Meanwhile, the weighting
matrix Wi is updated after completing the iteration each time.
In the N-2-DPCA algorithm, we set the initial Wi as the
identity matrix. That is, the 2-DPCA solution provides an
initial solution for N-2-DPCA.

The model of the Schatten1-norm PCA [19] is

max
P

s∑

i=1

||Ai P||∗ s.t. PT P = Ir . (17)

Its criterion function is different from our method. More-
over, the solution of (17) is obtained on the condition that
PT P = PPT = I, which is a very strong constraint. In general,
a projection matrix P has only a small number of columns.
So, the algorithm of Schatten1-norm PCA is not an exact
algorithm for calculating the column-rank-deficient matrix P.
In contrast, our N-2-DPCA algorithm does not need any
additional condition. It is an exact algorithm.

Table II shows the nuclear norm value of the optimal projec-
tion matrices of 2-DPCA, L1-2-DPCA, Schatten 1-norm PCA,
and N-2-DPCA (note that we use same experiment setting as
that for Fig. 4). We can see that our model obtain minimal
nuclear norm value among all methods.

TABLE II

OBJECTIVE FUNCTION VALUES AT DIFFERENT PROJECTION MATRICES

IV. NUCLEAR NORM-BASED BILATERAL 2-DPCA

N-2-DPCA adopts a unilateral projection (right multiplica-
tion) scheme, which needs more coefficients for represent-
ing an image than PCA. As an extension of N-2-DPCA,
N-B2-DPCA is developed, where left and right projection
directions are calculated simultaneously. N-B2-DPCA can
represent an image with much less coefficients than
N-2-DPCA. The bilateral N-2-DPCA is formulated as follows:

min
P,Q

s∑

i=1

∣
∣
∣
∣Ai −QQT Ai PPT

∣
∣
∣
∣∗ s.t. PT P = Ir , QT Q = It .

(18)

Equation (18) is a generalization of (6). In (18), P ∈ Rn×r

and Q ∈ Rt×m are the left and right multiplying projection
matrices, respectively.

We update variables P and Q alternatively since there is no
close-form solution for the problem (18).

Given Q = Qk , update P by

min
P

s∑

i=1

∣
∣
∣
∣Ai −QQT Ai PPT

∣
∣
∣
∣∗ s.t. PT P = Ir . (19)

Given P = Pk+1, update Q by

min
Q

s∑

i=1

∣
∣
∣
∣Ai −QQT Ai PPT

∣
∣
∣
∣∗ s.t. QT Q = It . (20)

Similar to the way of solving N-2-DPCA, we use the
iteratively reweighted method to solve (19) and (20).

A. Algorithms for Solving (19) and (20)

For (19), the procedure consists of the following iterations.

1) Given Wi =Wk
i , update P by

Pk+1 = arg min
P

s∑

i=1

∣
∣
∣
∣Wi

(
Ai −QQT Ai PPT )∣

∣
∣
∣2
F

s.t. PPT = Ir . (21)

2) Given P = Pk+1, update Wi by

Wk+1
i = ((

Ai −QQT Ai PPT )

× (
Ai −QQT Ai PPT )T )−1

4 . (22)
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The key step is to solve the optimization problem (21). The
objective function of (21) can be rewritten as

J (P) =
s∑

i=1

∣
∣
∣
∣Wi

(
Ai −QQT Ai PPT )∣

∣
∣
∣2
F

=
s∑

i=1

Tr
(
Wi

(
Ai AT

i − 2QQT Ai PPT AT
i

+QQT Ai PPT PPT AT
i QQT )

WT
i

)

=
s∑

i=1

Tr
(
Wi Ai AT

i WT
i

)

−
s∑

i=1

Tr
(
QQT Ai PPT AT

i (2I−QQT )WT
i Wi

)

=
∑s

i=1
Tr

(
Wi Ai AT

i WT
i

)

−
s∑

i=1

Tr
(
PPT AT

i (2I −QQT )WT
i Wi QQT Ai

)

=
s∑

i=1

Tr
(
Wi Ai AT

i WT
i

)

+Tr

(

PT
s∑

i=1

(
AT

i (QQT − 2I)WT
i Wi QQT Ai

)
P

)

=
s∑

i=1

Tr
(
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where D
�=∑s

i=1 (AT
i (QQT − 2I)WT

i Wi QQT Ai ). Then, the
problem (21) can be recast as

Pk+1 = arg min
P

F(P)
�= Tr(PT DP) s.t. PPT = Ir . (24)

In (24), the matrix D is not symmetric. One cannot obtain
the solution of (24) by seeking eigenvectors as in (14),
because the eigenvalue and eigenvector may not be real for
nonsymmetric matrix.

Fortunately, Wen and Yin [26] develop a curvilinear search
algorithm for optimization with orthogonality constraints.
For (24), given a feasible point Pk and the gradient matrix

G �= ∇F(Pk), the search direction Yk(τ ) and step size τk of
the next iteration point are given by (25) and (26), respectively

Y(τ ) = (
I + τ

2 A
)−1(I− τ

2 A
)
Pk (25)

τk =
tr

(
ST

k−1Sk−1
)

∣
∣tr

(
ST

k−1Yk−1
)∣
∣

(26)

where A = GPT
k − PkGT , Sk−1 = Pk − Pk−1, and

Yk−1 = ∇F(Pk)−∇F(Pk−1).
The curvilinear search algorithm for (24) is shown in

Algorithm 2. It should be mentioned that the Algorithm 2
runs very fast and returns solution no worse than those from
other state-of-the-art algorithms [26].

Based on the Algorithm 2, the algorithm for solving (19)
can be summarized in Algorithm 3.

Problem (20) is equivalent to

min
Q

s∑

i=1

∣
∣
∣
∣AT

i − PPT AT
i QQT

∣
∣
∣
∣∗ s.t. QT Q = It . (27)

Algorithm 2 Curvilinear Search Method for (24)
1: Initialize: P0, r , stop error ε, k = 0;
2: Generate search direction Y(τ ) by (25);
3: Chose a proper step size τk by (26);
4: Update Pk+1 = Y(τk);
5: Stopping check. If ||∇F(Pk+1)|| ≤ ε, stop; otherwise,

k ← k + 1 and go to step 2.
6: Output: Optimal matrix Pk+1.

Algorithm 3 Iteratively Reweighted Method for (19)
Input: Training data A1, . . . , As , projection number r , left
projection matrix Q.

1: Initialize: W0
i=1:s = I, ε0

i=1:s = 1, k = 0, K = 4, P0;
2: Update P by Algorithm 2;

3: Update Wi : Wk+1
i =

((
Xk+1

i

)
εk+1

i

(
Xk+1

i

)T
εk+1

i

)−1/4
; where

Xk+1
i = Ai − QQT Ai Pk+1(Pk+1)T , εk+1

i = min
{
εk

i ,
σK

(
Xk+1

i

)};
4: If εi = 0, go to 5; otherwise go to 2.
5: Output: Optimal projection matrix Pk+1.

Algorithm 4 Alternatively Iterative Method for (18)
Input: Training data A1, . . . , As , projection numbers r , t

1: Initialize: Q0 = I, k = 0;
2: Update Pk+1 using the Algorithm 3;
3: Update Qk+1 using the Algorithm 3;
4: If the criterion (29) is satisfied, go to 5; otherwise go to 2
5: Output: Optimal projection matrices Pk+1, Qk+1.

Obviously, Algorithm 3 can be also used to solve (27).
One only needs to replace the input {A1, . . . , As , r, Q} of
Algorithm 3 with the new input {AT

1 , . . . , AT
s , t, P}.

B. Algorithm for N-B2-DPCA

The algorithm for N-B2-DPCA can be summarized in
Algorithm 4. In Algorithm 4, we use the relative reduction of
the mean reconstruction error value to check the convergence
of N-B2-DPCA. The mean reconstruction error in step k is
defined as

mre(k) = 1
s

s∑

i=1

∣
∣
∣
∣Ai −Qk(Qk)T Ai Pk(Pk)T

∣
∣
∣
∣∗. (28)

The convergence of Algorithm 4 can be judged by the
relative difference-based convergence criterion

∣
∣
∣
∣
mre(k − 1)−mre(k)

mre(k − 1)

∣
∣
∣
∣ ≤ μ (29)

where μ is a small positive number.
After obtaining the projection matrix P and Q via

Algorithm 4, for a given image sample A, the feature matrix C
of the image sample A is obtained by C = QT AP. The feature
matrix C is used to represent image A for classification.
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Fig. 5. Sample images from five subsets of the Extended Yale B database. (a) Subset 1. (b) Subset 2. (c) Subset 3. (d) Subset 4. (e) Subset 5.

Fig. 6. Recognition rates of 2-D-based methods with varying feature number on the Extended Yale B database under (a) and (b) NN classifier and SVM.

Fig. 7. Recognition rates of 1-D-based methods with varying feature number on the Extended Yale B database under (a) and (b) NN classifier and SVM.

V. EXPERIMENTS

The proposed N-2-DPCA and N-B2-DPCA are
evaluated and compared with the other feature
extraction or classification methods, including 1-D-based
methods, 2-D-based methods, and bilateral 2-D-based
methods, on four well-known face image databases: 1)
the CMU PIE [27]; 2) the Extended Yale B [28]; 3) the
FRGC [29]; and 4) the AR database [53]. The 1-D-based
methods include PCA, WPCA [45], KPCA [44], LPP [32],
ICA [47], inductive robust principal component analysis
(IRPCA) [38], two-stage sparse representation classifier
(TSR) [39], EPCA [36], and PCA + LDA [50]. The 2-
D-based methods include 2-DPCA and L1-2-DPCA. The
bilateral 2-D-based methods include B2-DPCA and DCT [49].
Finally, the nearest neighbor (NN) classifier and support
vector machine (SVM) are employed for classification,
respectively. The MATLAB code of our methods is avail-
able at: http://pcalab.chinandy.com/pcalab/code/code_Nuclear
_2-DPCA.zip

A. Experiments on the Extended Yale B Database

In the Extended Yale B database [28], there are 38 subjects.
Every image is resized to 96 × 84. The database is divided
into five subsets according to different lighting conditions.
The two sample images of each subset are shown in Fig. 5.
For each subject, half of the images are randomly selected
for training (i.e., 32 images per subject) and the rest images
for testing. We let the number of features vary from 20 to
400 with an interval 20 for 1-D-based methods, while the
varying number of features from 2 to 40 with an interval 2
for 2-D-based methods.

Figs. 6 and 7 show recognition rates of all methods
with varying features number of 2-D-based methods and
1-D-based methods under two classifiers: 1) the NN clas-
sifier and 2) SVM. Tables III and IV list the recogni-
tion rates at varying features number of bilateral 2-D-based
methods. Table V lists the top recognition rate of each
method and the corresponding dimension and running
time.
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TABLE III

RECOGNITION RATES (%) OF BILATERAL 2-D-BASED METHODS WITH THE NN CLASSIFIER

TABLE IV

RECOGNITION RATES (%) OF BILATERAL 2-D-BASED METHODS WITH SVM

TABLE V

TOP RECOGNITION RATE, CORRESPONDING DIMENSION, AND RUNNING

TIME OF EACH METHOD ON THE EXTENDED YALE B DATABASE

UNDER THE NN CLASSIFIER AND SVM

For 2-D-based and bilateral 2-D-based methods, N-2-DPCA
and N-B2-DPCA outperform others with the NN classifier, as
shown in Fig. 6(a) and Table III. However, from Fig. 6(b)
and Table IV, we can see that when SVM is used, there is no
significant performance difference between these methods.

For 1-D-based methods in Fig. 7(a), we can see that
EPCA achieves better performance than the other methods

with the NN classifier. The possible reason is EPCA
utilizes a robust dissimilarity measure based on the Euler
representation of complex numbers, and EPCA retains PCAs
desirable properties while suppressing outliers [36]. However,
when SVM is used for classification, EPCA performs
worse than N-2-DPCA and N-B2-DPCA, as shown
in Fig. 7(b).

It should be mentioned that in this paper, we focus on the
unsupervised methods. It is unfair to compare an unsuper-
vised method, such as N-2-DPCA, with supervised methods,
such as LDA directly. Since LDA is always done in the
PCA-transformed space, i.e., PCA + LDA, we here implement
N-2-DPCA + LDA for fair comparison. Table V shows that
N-2-DPCA + LDA achieves a slightly better result than LDA.

In the second experiment, we evaluate the robustness of
each method to noise caused by synthetic occlusions. Images
in Subsets 1 and 2 are used for training and the images in
Subset 3 for testing. Here, all testing samples and half training
samples are imposed the black block occlusion with varying
block size. The block size determines the occlusion rate of
an image. Fig. 8(a) shows images with occlusion rates from
10% to 60%.

Fig. 8(b) shows recognition rates of all methods under the
NN classifier with different occlusion rates. It can be seen
that N-2-DPCA + LDA outperforms other methods in all
cases. Except two supervised models, N-2-DPCA + LDA
and PCA + LDA, N-2-DPCA and N-B2-DPCA achieves
the best recognition results when the occlusion rate is no
more than 40%. It should be noted that EPCA outperforms
N-2-DPCA and N-B2-DPCA when the occlusion rate is more
than 40%. However, when SVM is used for classification, we
can see from Fig. 8(c) there is no significant performance
difference between various methods.

B. Experiments on the CMU PIE Databases

For CMU PIE database [27], there are 68 subjects in total,
and images of each person were taken across 13 different
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Fig. 8. Recognition rates (%) of all methods with different occlusion rates under the NN classifier and SVM. (a) Occluded images with different occlusion
rates. (b) NN. (c) SVM.

poses, under 43 different lighting conditions, and with four
different expressions. We choose one subset (Pose C9) for
experiment. Each image is resized to 64× 64 pixels. For each
subject, half of the images are randomly selected for training
(i.e., 12 images per subject), and the rest 12 images for testing.

Here, we use the same methodology as adopted in the
first experiment on the Extended Yale B database. The top
recognition rate of each method, corresponding dimension,
and running time are listed in Table VI. It is obvious that
N-2-DPCA + LDA achieves best performance among all
methods. When the NN classifier is used for classification,
N-B2-DPCA outperforms most competing methods except the
two supervised ones.

The convergences of Algorithms 1 and 4 are shown
in Fig. 9. We can see that they both converge after three
iterations.

Tables VIII and IX show the computation time of each
method with varying number of features (or components)
N-2-DPCA and N-B2-DPCA consume less CPU time than
L1-2-DPCA and IRPCA. Due to the computation of singular
values in iteration steps, N-2-DPCA and N-B2-DPCA are
computationally more expensive than 2-DPCA and B2-DPCA.

C. Experiments on Large-Scale Face Database: FRGC

The FRGC version2.0 is a large scale face image database,
including controlled and uncontrolled images [29], [30]. This
database contains 12 776 training images (6360 controlled
images and 6416 uncontrolled ones) from 222 individuals,
16 028 controlled target images, and 8014 uncontrolled query
images from 466 persons for the FRGCv2.0 Experiment 4.
The controlled images have good image quality, while the
uncontrolled images display poor image quality, such as large
illumination variations, low resolution of the face region,
and possible blurring. We use a subset (222 subjects having
36 samples in the training set) of the Experiment 4. The face

TABLE VI

TOP RECOGNITION RATE, CORRESPONDING DIMENSION, AND

RUNNING TIME OF EACH METHOD ON THE CMU PIE

DATABASE UNDER THE NN CLASSIFIER AND SVM

region of each image is first cropped from the original high-
resolution still images and resized to a spatial resolution of
32× 32. No further preprocessing is applied.

For each subject, half of the images are randomly selected
for training (i.e., 18 images per subject) and the rest 18 images
for testing. We use the same methodology as adopted in the
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Fig. 9. Objective function values (reconstruction errors) versus iteration times on the CMU PIE database. (a) N-2-DPCA, projection number r = 20. (b)
N-B2-DPCA, r = 20, t = 20.

TABLE VII

TOP RECOGNITION RATE, CORRESPONDING DIMENSION, AND RUNNING

TIME OF EACH METHOD ON THE FRGC DATABASE UNDER

THE NN CLASSIFIER AND SVM

TABLE VIII

RUNNING TIME(s) OF 1-D-BASED METHODS

ON THE CMU PIE DATABASE

first experiment on the Extended Yale B database. The top
recognition rate of each method, the corresponding dimension,
and running time are listed in Table VII. It is obvious that
N-2-DPCA + PCA achieves better performance than other
methods in Table VII. When the NN classifier is used
for classification, except the two supervised models, there

TABLE IX

RUNNING TIME(s) OF 2-D-BASED METHODS ON THE CMU PIE

DATABASE FOR B2-DPCA AND N-B2-DPCA, THE LEFT

PROJECTION COMPONENT NUMBER IS FIXED 20

Fig. 10. (a)–(g) Images of one person in the AR face database.

Fig. 11. Kinds of objects used for occlusion of samples.

Fig. 12. Some outlying images of the AR database.

is only one method, i.e., EPCA, outperforming our method
N-B2-DPCA. In general, N-2-DPCA needs more coefficients
for image representation than PCA. However, its bilaterally
extended version, N-B2-DPCA can overcome this drawback,
since it needs as less coefficients as PCA for image represen-
tation.

D. Experiments on the AR Database

For the classification task, it is generally believed that
supervised algorithms (e.g., LDA) are superior to unsuper-
vised algorithms (e.g., PCA). The above experimental results
reinforce this judgment again. However, it is not always the
case, in [52], the authors concluded that when the training
data set is small, PCA can outperform LDA. In this section,
it is verified that proposed N-2-DPCA and N-B2-DPCA can
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TABLE X

AVERAGE RECOGNITION RATE ON THE AR DATABASE UNDER THE NN CLASSIFIER AND SVM

Fig. 13. Average reconstruction error versus feature number. (a) 2-D-based methods. (b) 1-D-based methods.

also outperform supervised algorithms when the size of the
training database is small.

We here experiment on the AR database [53], which
contains over 4000 color face images of 126 people with
different facial expressions, lighting conditions, and occlusions
(by sunglass or scarf). The pictures of most persons were
taken in two sessions (separated by two weeks). Each section
contains 13 images.

The experiments setting are similar with that in [52]. For
each individual, only the nonoccluded images of two sessions
are used. Each image is cropped and resized to 85 × 60
pixels. The images of one person are shown in Fig. 10(a)–(g)
and the details of the images are neutral expression, smile,
anger, scream, left light on, right light on, and all sides
light on.

To simulate the effects of a small training data set, 50 dif-
ferent individuals were randomly selected, and two images
per person are used for training and five for testing. There
are a total of 21 ways of selecting two for training and
five for testing. We will use all these 21 different ways
of separating the data into the training and the testing
parts.

To each of the 21 different training and testing data sets
created in the manner described above, the top recognition
rate is computed. Table X lists the average recognition rates
of 21 ways. These results show that un-supervised methods
(N-2-DPCA and N-B2-DPCA) outperform supervised meth-
ods (e.g., PCA + LDA and N-2-DPCA + LDA).

In the second experiment, as done in [16], we compare the
performances of different methods in terms of reconstruction
error for inliers when outliers are present in the training data.
Let {A1, . . . , At , At+1, . . . , As} be the training data, where the

first t samples are nonoutliers and the last s-t are outliers. The
averaged recovered error for nonoutliers is defined by

e
�= 1

t

t∑

i=1

∣
∣
∣
∣Ai − Arec

i

∣
∣
∣
∣
F (30)

where Arec
i are the reconstructed image.

For the training set, 140 images of 10 subjects are used.
Each subject contains 14 images nonoccluded images from
two sessions. Sample images in one session are shown
in Fig. 10. Our purpose is to investigate the reconstruction
capacity of the projection matrix learned from the training
set when the training set is spoiled by outliers and 40% of
images in the training set were used to generate the outliers.
Each outlying image was formed by adding block noise. The
occlusion size is 30% of the image size. Ten kinds of blocks
can be used, as shown in Fig. 11. Fig. 12 shows some samples
of the outliers (outlying images).

The average reconstruction error of different methods for
nonoutlying images is shown in Fig. 13 and Table XI. One
can see that: 1) for 2-D-based methods, N-2-DPCA outper-
forms L1-2-DPCA and 2-DPCA; 2) for bilateral 2-D-based
methods, the proposed N-B2-DPCA outperforms B2-DPCA
and DCT; and 3) for 1-D-based methods, EPCA outperform
PCA and IRPCA.

Fig. 14 shows the reconstructed images of different meth-
ods. The first column gives two original images. The other
columns are the corresponding images reconstructed by
different algorithms. One can see the following.

1) For 1-D-based method, the reconstructed images are
seriously affected by outliers and some important
detailed information of images is lost.
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TABLE XI

AVERAGE RECONSTRUCTION ERROR OF BILATERAL 2-D-BASED METHODS

Fig. 14. Original images (first column) and reconstructed images (other columns) by different methods.

2) For bilateral 2-D-based methods, the reconstructed
images by N-B2-DPCA are clearer than that by DCT
and B2-DPCA.

3) The reconstructed images by 2-D-based methods are
far superior to that by 1-D-based methods and bilateral
2-D-based methods.

VI. CONCLUSION

This paper presents a 2-D-based subspace learning model,
namely, the nuclear norm-based 2-DPCA for extracting
features from images. The key idea of the model is to use
the nuclear norm instead of the F-norm to measure the
reconstruction error. The model is solved via the iteratively
reweighted algorithm. In addition, N-2-DPCA is further
extended to N-B2-DPCA, which achieves a higher compres-
sion rate than N-2-DPCA. Experimental results on face image
databases show the proposed methods performs better than or
comparably with state-of-the-art feature extraction methods.
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